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Abstract 
Selection bias is well known to affect surveys and epidemiological studies. There have been nu-
merous methods proposed to reduce its effects, so many that researchers may be unclear which 
method is most suitable for their study; the wide choice may even deter some researchers, for fear 
of choosing a sub-optimal approach. We propose a straightforward tool to inform researchers of 
the most promising methods available to reduce selection bias and to assist the search for an ap-
propriate method given their study design and details. We demonstrate the tool using three ex-
amples where selection bias may occur; the tool quickly eliminates inappropriate methods and 
guides the researcher towards those to consider implementing. If more studies consider selection 
bias and adopt methods to reduce it, valuable time and resources will be saved, and should lead to 
more focused research towards disease prevention or cure. 
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1. Introduction 
Selection bias is known to affect health surveys and epidemiological studies [1] and can cause results from dif-
ferent studies on the same area of research to disagree or conclude contradictory findings [2]. However even in 
recent studies, selection bias is still sometimes ignored or dismissed [3]. If selection bias can be reduced across 
studies and lead to more consistent findings, time and resources could be saved since fewer repeated studies 
would be required. These savings could be used to develop more focused areas of research, contributing to in-
creased knowledge. 

With many selection bias reducing methods to choose from, researchers may find the process daunting and 
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possibly be deterred from implementing a method, for fear of choosing an unsuitable approach. The implemen-
tation of a method to reduce selection bias may also be viewed by researchers as an undesirable feature of their 
study, which could lead to criticisms of their study design and data collection, or potentially reduced chances of 
publication. There may also be time constraints, whereby study results need to be presented or published within 
a specific time frame, or a funded piece of research completed. In these instances, research into selection bias 
and methods to reduce it may not be prioritized. This work aims to provide reassurance to researchers that ap-
plying a method to reduce selection bias is a positive aspect of their study which should be encouraged whenev-
er selection bias is suspected. Consideration of selection bias as a possibility should be routine. An appropriate 
method should be applied and used as either a sensitivity analysis to reassure readers of the study results, or to 
produce findings with reduced bias. We aim to draw attention to the available methods to reduce selection bias 
and provide sources for further reading. We intend to give guidance for selecting a method, structured in such a 
way that it is applicable for any study or survey potentially affected by selection bias. 

Various methods, which will be discussed here, have been suggested to reduce selection bias, each with their 
own requirements and assumptions. Some methods require there to be additional data available external to the 
study [4]-[7], some require data regarding the non-participants [8], and some assume that the variable associated 
with selection is known and measured [9]-[11]. Each method will be briefly introduced and sources given for 
further reading. A tool in the form of a straightforward flowchart is also provided to aid the selection of an ap-
propriate method, depending upon the details of a study and any additional information available. Three exam-
ples are presented which demonstrate the flowchart. Exploration into the suggested methods can then be con-
ducted, allowing the researcher to select a method to reduce selection bias more easily. We hope this tool en-
courages the use of such methods and consequently leads to results less affected by selection bias. 

2. Methods to Reduce Selection Bias 
Table 1 summarizes the main methods used in the literature to reduce selection bias [3] which will be included 
in this guidance, and gives suggestions for further reading through original articles, examples or comprehensive 
summaries. These methods have similar themes, such as using the variable associated with selection in the anal-
ysis, weighting responses or predicting the effects of the bias. Additional, less frequently used methods are of 
course applicable, as are any new methods which are not yet widely used, but this tool is designed to be a start-
ing point which can be developed through time and which should be useful for most types of research affected 
 
Table 1. Current key methods used to reduce selection bias.                                                        

Method Brief description 

Adjust for Selection Bias [9] [12] Include the variable associated with selection in the analysis,  
to reduce selection bias in a similar way to confounding [13]. 

Bias Breaking [5] A method which produces bias-adjusted estimates for  
the odds ratios in case control studies. 

Imputation [8] Often multiple imputation; replace missing values  
with reasonable estimates using the collected data. 

Population Data [7] Use population data in place of control data in a case control study. 

Post-Stratification [14] Classify unmatched samples of cases and controls based on their values on one or more of 
the variables in the study. Similar to stratified sampling or frequency matching. 

Predict the Bias [15]-[17] Use information from non-participants to try to predict the amount of bias present. 

Propensity Score [10] Can be used to match cases and controls, or as an additional covariate during analysis. 

Sensitivity Analysis [6] [12]  A method for estimating the direction and magnitude of the bias. 

Stratification [11] Calculate estimates conditional on at least one other variable,  
which can lead to unbiased estimates within strata. 

Weighting [4] 
Usually inverse probability weighting; use external data to assign each  
subject a weight which is the inverse of their probability of selection,  

to allow them to represent non-participants. 
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by selection bias. 
Table 2 includes the data requirements of each method; including whether it requires the variable associated 

with selection to be known and recorded, whether population data external to the study are required or whether 
data regarding the non-participants who declined the study are needed. Where more than one category has been 
ticked, this indicates the method can be adapted for use when an alternative source for the required data is 
available. For the variable associated with selection to be collected, it is assumed the variable is known and can 
be recorded during the study. There may be instances where this variable is unknown, cannot be collected, or is 
impractical to record. This includes data which are expensive to collect, sensitive, or due to an unidentified va-
riable. However there may be instances where a proxy may be used instead. The population data indicates in-
formation external to the study, for example from a database or alternative records. Sources may include census 
data or hospital registries. These data are assumed to be unbiased and represent the entire population of interest. 
Non-participant data are basic characteristics recorded from those who were unwilling to participate. These are 
usually data from the subject themselves, but may also be from external sources similar to those used to collect 
the population data. 

Although the three data categories used in Table 2 are sourced from different places (the participants, the 
population and non-participants respectively), there are relationships between them. For example, if the original 
potential participants are representative of the population of interest, and relevant information is known for all 
non-participants, then the non-participant data in conjunction with the participant data could be used to approx-
imate the population data. Therefore under certain circumstances it may be possible to use a different column 
from Table 2 for the data source, other than the one(s) ticked. Table 2 and the consequent tool can be inter-
preted as a generalization or guide, which can be adapted by the researcher if these conditions are met. 

Although each of the methods in Table 1 is designed to reduce selection bias, they do so using different tech-
niques and assumptions. Therefore, a method which may be optimal for one study may not be suitable for 
another. Some are also aimed at particular study designs, for example two were developed specifically for case 
control studies [5] [7]. 

Several of the methods in  Table 1 have been developed or derived from one another. For example, the bi-
as-breaking method [5] is a form of post-stratification, which is a type of stratification, and the propensity score 
is derived from stratification. However, their suitability as a method to reduce selection bias differs between stu-
dies. There are also similarities amongst some of the methods. For example, predicting the amount of bias 
present is similar to a sensitivity analysis, and several of the methods also began in survey literature [4]. Figure 
1 gives an example of a flowchart based on Table 2 which could be used by researchers to shortlist potential se-
lection bias reducing methods for further investigation. Researchers could extend this flowchart to meet their 
specific needs for the variables or datasets they encounter, or alternatively disciplines could form a sub-
ject-specific chart to which new methods could be added over time. 
 
Table 2. The required data for the methods summarised in Table 1.                                                 

 Selection variable Population data Non-participant data 

Adjust for Selection Bias    

Bias Breaking    

Imputation    

Population Data    

Post-Stratification    

Predict the Bias    

Propensity Score    

Sensitivity Analysis    

Stratification    

Weighting    
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3. Examples 
Three examples of hypothetical studies follow which utilize the flowchart (Figure 1) to determine a suitable 
method to apply. The flowchart begins in the top-left corner, shown using a bold outline. To answer the first 
question in the flowchart, the requirements for selection bias to occur must be known. For selection bias to be 
present, there must be the exposure and outcome of interest, and these must both affect whether or not an indi-
vidual is selected to participate or self-selects (participates) in the study. This selection variable must then be 
conditioned on, which it often will be since only those who have participated can be studied [1]. 

Once the flowchart has provided a list of possible methods to explore further, it is the responsibility of the re-
searcher to consider each in turn to see which method is most suitable for their particular study. All method as-
sumptions must be considered and the details of the specific study incorporated. 

3.1. Example 1 
A randomized controlled trial (RCT) is conducted for a new hayfever tablet. Hayfever suffers are recruited and 
randomly allocated to either the drug group or the placebo group. The new tablet produces some unexpected 
side-effects and some participants in the drug arm suffer from fainting or severe vomiting. Half of the partici-
pants in the drug arm withdraw from the study, as they decide that their hayfever symptoms are preferable to the 
side effects. The flowchart can be used to see which methods for selection bias may be worth further considera-
tion. 
• Is the study potentially affected by selection bias? The association of interest is from the new tablet, or treat- 

ment group, to the severity of the hayfever symptoms. For potential selection bias, both the treatment group 
and the hayfever symptoms need to influence selection into the study. The side-effects from the tablet caus-
ing withdrawal from the study mean that the treatment group does affect inclusion in the analysis and hence 
‘selection’. However, hayfever suffers were randomly allocated to either the drug or placebo group, so the 
severity of hayfever symptoms was balanced between the two treatment groups and therefore the severity of 
the symptoms did not affect selection into the study. Since only the treatment group and not the severity of 
the symptoms affects selection, selection bias is not a problem here, and the results can be analyzed as usual 
without the need for a selection bias reducing method. 

 

 
Figure 1. A flowchart tool for researchers: Which methods are suitable to re-
duce selection bias?                                                  
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3.2. Example 2 
A study is conducted investigating the association between coffee and migraines. Postal surveys are randomly 
sent to households in the United Kingdom (UK), with a return envelope enclosed. In addition to questions about 
migraines and coffee consumption, the survey also includes basic demographic data such as sex, age, general 
location, employment status etc. Those who drink coffee may be more likely to respond, to find out whether 
they are increasing their chances of migraines, whereas people who do not drink coffee may not be as interested. 
Those who suffer from migraines may also be more interested in the survey than those who do not. Previous 
studies have shown that older people are generally more likely to participate in surveys [18]-[22]. Let age and 
coffee consumption be positively correlated and let migraines be more common in older people. The flowchart 
can guide the researchers involved in the study towards any possible methods to reduce selection bias. 
• Is the study potentially affected by selection bias? Coffee is the exposure of interest and migraines are the 

outcome of interest. Since coffee drinkers and migraine sufferers are more likely to return the survey, then 
selection is affected by both the exposure and outcome of interest, and therefore selection bias is possible. 

• Is the variable associated with selection recorded? Coffee consumption, migraine occurrences and age all af-
fect survey returns, and are all recorded in the survey. However, only variables which are not the exposure or 
outcome of interest can be used in the analysis to reduce selection bias; age in this instance. Therefore, the 
following methods can be considered further: 

- Adjust for the variable associated with selection; Age can be added to the analysis, for example as a variable 
in a regression model between coffee and migraines. 

- Stratification; The analysis can be conducted within age strata; for example by analyzing in age groups of ten 
years, to reduce the effect of age on selection. 

- Post-stratification; Migraine sufferers can be matched to non-sufferers by their age. 
- Predict the bias; The analysis could be conducted with and without the age variable, to predict how selection 

bias is affected by age. 
- Propensity score; Age can be incorporated into the analysis to either match migraine sufferers to non-suffer- 

ers, or the propensity score can be calculated using all the variables and included in the analysis. 
• Therefore all methods here are possible. 

3.3. Example 3 
A UK case control study is conducted which investigates the association between excessive alcohol consump-
tion and brain tumors. Researchers therefore attempt to recruit cases who have brain tumors and controls who do 
not. The retrospective nature of the study design mean data are then collected on each participant regarding their 
alcohol consumption, in this instance over an extended previous period of time. The exposure of interest in the 
case control study is blinded to the participants and the interviewers used, to reduce the effects of other biases 
such as interviewer bias. The blinding here is in the form of an extended questionnaire, including questions re-
garding several possible exposures such as alcohol, smoking, mobile phone use, exercise routines and family 
history. This leads to some participants intentionally avoiding questions, such as those to which they have unde-
sirable answers. For example, heavy smokers ignore the question regarding the number of cigarettes smoked 
daily, those who do not exercise often miss the question regarding the number of hours exercise completed per 
week, and frequent drinkers avoid the question about alcohol consumption. 

Let the data from the questionnaire be available, along with a national database regarding the number of 
people with brain tumors in the UK. The Office for National Statistics (ONS) also records data for adult drink-
ing habits [23]. The flowchart can be used to determine which methods may be suitable to reduce selection bias. 
• Is the study potentially affected by selection bias? It is well-documented that cases are often more likely to 

participate in a study than controls, since they have additional motivation to find a cure or an explanation for 
their condition [24] [25]. Therefore the outcome is affecting self-selection into the study. Next the exposure 
of interest, alcohol consumption, is being recorded only for those who are willing to declare their consump-
tion levels; in this instance, those who consume amounts not deemed to be excessive. Therefore, inclusion in 
the study analysis depends upon the exposure level. Since only those who are willing to participate in the 
study and who answer the question regarding alcohol consumption are used to investigate the association 
between excessive alcohol consumption and brain tumors, participation is conditioned on and so selection 
bias is a possibility. 



C. Keeble et al. 
 

 
160 

• Is the variable associated with selection recorded? The variables associated with selection are the exposure 
and outcome themselves, hence methods which use the variable associated with selection in the analysis to 
reduce selection bias are not suitable here. 

• Are relevant population data available? The national database for brain tumors and ONS data for drinking 
habits are available. Therefore, the following methods can be considered further: 

- Sensitivity analysis; The external population data could be used to estimate the magnitude and direction of 
bias, although unfortunately the drinking habits of those in the population with brain tumors is unknown. 
This method may be possible. 

- Weighting; If there are no heavy-drinking participants who answer the question about alcohol consumption, 
then a weight cannot be applied to this category and the weighing method would be unsuitable. 

- Bias-breaking; For this method, a variable must be identified which separates the exposure from the selection 
criteria, but unfortunately, the risk factor is the variable which is determining selection into the analysis and 
hence this method is not suitable. 

- Predict the bias; Information from non-participants is not available as such, but could possibly be derived 
from the population data available in conjunction with the participant data. This method may be possible. 

- Population data; The method requires there to be data regarding the population size, the number of cases and 
the number of exposed; all of which are recorded in the national database or in the ONS records. Therefore 
this method is a possible option. 

These examples have shown how the flowchart can quickly eliminate potential methods and guide the re-
searcher towards a subset of methods for further consideration. 

4. Discussion 
Selection bias can be problematic for surveys and a range of study designs [26], but particularly those which are 
retrospective such as case control studies [2], as seen in Example 3. Biased results can lead to incorrect findings 
and the unnecessary repetition of studies, wasting valuable time and resources which could instead be used to 
fund additional research into diseases or their cure. 

Any form of bias can be viewed as a negative aspect of a study, but action should be taken to reduce as much 
bias as possible within the results of a study. This work aims to highlight the importance of bias reduction, spe-
cifically selection bias, and provide researchers with a summary of methods currently available to reduce selec-
tion bias, along with references for further reading. 

A user-friendly flowchart tool has been provided, which can be adapted for particular research areas or de-
pending upon the data resources available, to aid the selection of an appropriate method. The tool is not de-
signed to identify one method to use, but instead guide the researcher to a subset of methods for further consid-
eration. This could be viewed as a limitation, but contemplation of the requirements for each method is neces-
sary. The optimal method depends upon specific details relating to an individual study and would require a 
complicated flowchart which would be more difficult to use. However, subject-specific flowcharts could be 
created. This tool is therefore a straightforward flowchart, applicable to a range of study designs, provoking 
consideration of selection bias while providing references for further reading. We hope demonstration of this 
versatile tool through examples and raised awareness results in more consideration of selection bias and conse-
quently the implementation of appropriate methods. 

5. Conclusion 
Bias reduction is an important part of any study and this work raises awareness of selection bias in particular. A 
straightforward flowchart, with summaries of the current methods to reduce selection bias, has been provided to 
guide researchers towards a suitable method, in the hope that more accurate results are generated from studies. 
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