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Abstract

We propose in this work two Automatic Arabic (Indian) digiecognition systems using|a
real-life dataset of 3000 bank checks. The systemsotxti@atures from training-set images|of
7390 isolated digits (0-9). These features are multiesdal which they capture narrow
intermediate, and large-scale qualities of the image. grhdient features correspond to the
narrow scale, the structural features correspond tontieeniediate scale, and the concavity
features correspond to the large-scale. These featteemmployed by two different statistigal
classifiers; Hidden Markov Models (HMM) and Support Veditachines (SVM). The twg
independent recognition systems utilize the proficient EERMI Arabic bank check
database for training and testing. In order to seleabplienal parameters for feature extraction
and for the HMM classifier, the CENPARMI training dsga is divided into training and
verification subsets. After adapting the two systems’ patars, they are tested on unobseryed
3035 digit images. The average recognition rates for the HIM#MSVM systems are 97.86p6
and 99.04%, respectively. The presented systems prosidesof-the-art recognition results
on the CENPARMI database, as they reported a higher reimsgrates when compared fo
twelve previously published systems, especially for %M system. After analyzing the
classification errors, the authors conclude that sombaedfet errors are inevitable as they are
most probably attributed to errors in labeling the origirethdase, distinct writing styles of
certain digits, and genuine faults.
Keywords: Classifier design and evaluation, handwriting a@mlyhidden Markov models,
independent writer digit recognition, Arabic (Eastern Arphiigits, support vector
machines.

1 Introduction

Handwritten digits constitute an important part in handwridecuments. Recognition of these
digits has many potential applications in today's world, €ourtesy amounts in bank checks,
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postal codes in malil letters, data entry applications, adiomeams correction, and other useful
applications.

Although the Arabic language is written from right to left,digits are written for left to right,
similar to English, where the right-most digit is the tesignificant one and the left-most digit is
the most significant one. For historical reasons, the sataljic digits are sometimes referred to
as Indian digits. In this paper, we will refer to digitsttem in the Arabic language as ‘Arabic
digits’. Fig. 1 illustrates samples of handwritten Arabaid Latin digits ¢* (0) to ‘4" (9) (from
right to left). Digit ' (1) is similar in Arabic and Latin. Arabic digi®* (5) is similar to Latin
digit ‘0’. Digit * 9’ (9) of Arabic and Latin are similar with lower stroke piaijag to lower-right

in Arabic and lower-left in Latin. There exist two stylef writing digit ‘4’ in Latin and two styles
in writing digit ‘¥’ (3) in Arabic [1].

99765432\ 0
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Fig. 1. Latin (Top) and Arabic (Bottom) Handwritten Digits * (0) To 4 (9)

For more than 50 years, the topic of automatic recognitidnglish handwritten has seen several
proposed methods with high recognition rates [2-6]. Recemtlyearchers started extensively
addressing the topic of Arabic text automatic recognition inotydirabic digits [7-14]. However,
researchers have rarely agreed on a common database to dée#iagcognition systems on.
This is due to the lack of publicly available and ackieolged Arabic handwritten databases. The
two most common databases in this area are the Institt@@rafmunications Technology/Ecole
Nationale d'Ingénieurs de Tunis (IFN/ENIT) database ofdhaitten Arabic words [15], and the
CENPARMI Arabic check database developed by the Ceatd?dttern Recognition and Machine
Intelligence [16]. However, the IFN/ENIT database onlptams Latin digits and has no Arabic
digits.

Sun et al. [17] used partial least squares (PLS) regreasd feature fusion on the CENPARMI
Arabic handwritten digits database [16]. They chose four tgpésatures; Gabor transformation
features, Legendre moment features, Pseudo-Zernike momarefe and Zernike moment
features. They applied their proposed non-iterative &bp8rithm and feature fusion method for
choosing the best combination for optimal recognition resHigset al. [18] used multi-classifier
combination on the same database. Their system used nésédiefa with different features and
combined them to recognize the digits.

Mahmoud and Al-Khatib [19] used log-Gabor filter forafere extraction withfour different
classifiers; i.e. K-Nearest Neighbor (KNN), Nearestdvl (NM), HMM, and SVM. They reported
their results on the CENPARMI database.

Juan et al. [20] used multivariate Bernoulli mixture sifisrs for the recognition of Arabic digits
in the CENPARMI database. In [21], they also tried sffedént EM initialization techniques for
their Bernoulli mixture classifier to improve their recagi results. Gimenez et al. [22] used a
similar approach by proposing a mixture of multi-class lagieegression model, inspired by
Bernoulli mixture models. Finally, Sadri et al. [23] used Swp¥ector Machines (SVMs) and
compared their results with a Multi Layer Perceptron (Mh@ural network classifier.
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We present in this paper two successful recognition system®ffline handwritten Arabic
isolated digits ¢’ (0) to ‘4" (9). These systems employ the Gradient, Structural, @oncavity
(GSC) features [1]. The GSC features are multi-scatbey capture the narrow, intermediate, and
large-scale qualities of the image. The gradient featuletect the low-level gradient direction
frequency and correspond to the narrow scale. The structatatéde compute several geometric
characteristics such as the count of lines and ceraevarious directions and correspond to the
intermediate scale. The concavity features correspotittiarge-scale as they compute the count
of large vertical and horizontal strokes, presence of holesdiaection of bays.

Both Hidden Markov Models (HMM) and SVM classifiers angplemented for the recognition
task. The values of the HMM optimal parameters atamaged by dividing the CENPARMI
training set into training and verification subsets, whéké&M is trained with the training subset
and tested with the verification subset. Once the optraameters are selected, HMM is trained
using the CENPARMI training set. SVM parameters are-funed using a 10% V-fold from the
original training data to optimize its performancel accuracy. Then HMM and SVM is tested
using the CENPARMI test dataset. The results of HMM &tV recognition rates are compared
to previously published work. The recognition rates of HMM &YM proved to be superior to
other published work as detailed in Section 5.

This paper is organized as follows. The database is Hedcim Section 2; feature extraction is
addressed in Section 3, where three types of features ade Wisklen Markov Models are
addressed in Section 4. Support Vector Machines are summarnz&eéction 5. Training,

recognition, and experimental results are addressed dtioBe6. Finally, the conclusions are
presented in Section 7.

2 Database

The database was developed by researchers from CENPABMBY scanning 7000 real world
grey-level bank check images, they were able to produnenber of databases that can be used
to advance research efforts in Arabic Intelligent CharaRecognition (ICR) systems. 3000 of the
scanned 7000 checks were used in building the databases. Tteseses include Arabic legal-
amounts database, courtesy amounts database, Arabivostb database, and Arabic digits
database.

Fig. 2 show a sample Arabic check from the CENPARMI database.
Date B adae ey E9
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Fig. 2. Arabic check database image sample
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The digits database was divided into two sets of touching and nohitgudigits. If a digit
contains at least one touching component to another neighbagitgtioen it is located in the
touching. Our ICR system is tested on the Arabic isolatedtouching digits database (10, 425
digits) to compare it to previously published resultsI8720,21,23]. The database authors further
divided the isolated digits into a training and a testirigvgieh the training set containing 70.89%
of the database images and the testing set containing thimiregr20.11%.

A number of tagging errors are encountered in the isolatgtd database. Fig. 3 shows some of
those errors. It is clear that all of them, excepttlier last image, are due to segmentation errors
and hence are not isolated digits. The last image waakaidy tagged as!’ (9). There are also
many chopped images due to over-segmentation errors butcdiedse expected in handwritten

o= N L2
AD, QWL Q

Fig. 3. Tagging mistakes in the isolated digits database
3 Feature Extraction

The GSC features employs a multi-scale approach gscdmure the narrow, intermediate, and
large-scale qualities of the image. The gradient featuletect the low-level gradient direction

frequency and correspond to the narrow scale. The strucéatalrés compute several geometric
characteristics such as the count of lines and ceraevarious directions and correspond to the
intermediate scale. The concavity features correspond targeescale as they compute the count
of large vertical and horizontal strokes, presence of holesdiagction of bays.

The Feature Extraction system first converts the inpapes into binary images by thresholding
the gray levels using Otsu’s method [24]. Next, we diedeh image into n x m grids, where each
row has uniform number of black pixels distributed omeows, and each column has uniform
number of black pixels distributed owercolumns.

Fig. 4 shows different Arabic digits divided into 3by3, 4byhy% and 6by6 divisions,
respectively. As can be seen from the figure, each hodk@ection have same quantity of
foreground pixels and each vertical section have same quahfityeground pixels. Fig. 5 shows
the extracted segments of Arabic digit (8). These segments are labeled Grid 1 to Grid 9.

Fig. 4. Arabic digits divided into 4 different divisions
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Fig. 5. Sample extracted segment for arabic digit (8)

The input image is split into multiple segments, and thdirachle GSC features are extracted for
each segment. The gradient features calculate the histdgragnadient direction for pixels in
each grid, contributing twelve features per image segmBme. structural features capture
intermediate-strokes for each grid, providing twelve fesg per image segment. The concavity
features consist of segment density, maximum strokes,candavity attributes, with eight
features per image segment. Then, all three typesatirées for each segment are joined to form
one feature vector for each Arabic digit. The readsrgeferred to [1] for more details regarding
the GSC feature extraction algorithm.

4 Classifiers

We used two classifiers (viz. SVM and HMM) for digits clfisation. Below we present brief
details on each classifier and their configuration forémagnition task:

4.1 Support Vector Machines (SVM)

Vapnik and Cortes developed SVMs [25,26] as a statidéeaning machine in the late 1990s.
Within a short time, they became one of the most popléssification systems in data mining
and pattern recognition applications, due to their high ifileestion rates. Researchers
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successfully applied SVMs in many modern learning applicatgugh as Optical Character
Recognition (OCR), bioinformatics, document analysig] image classification.

The following presents a brief description of the baseoth of SVM for a two-classification
pattern recognition problem. Lek RY(i = 1,2, ...N) be a series of input vectors (set of samples),
with corresponding labelge{+1, —1}(i = 1,2, ...N). Here,+1 indicates the first class anell
indicates the second class.

SVM seeks construct a binary classification system usiagset of available input vectors by
constructing a hyper-plane with the largest separation kettee two classes’ margin vectors.
Thus, reducing the probability of misclassifying unknotest vectors. SVMs constructs this
hyper-plane by its so-called kernel trick, or kernel fiorc The kernel functioﬂ{(xi,xj) maps the
input vectors into a high- or infinite-dimensional featgpace. Researchers have used several
kernel functions in their applications. In this paper, wedusee of the most popular kernel
functions, the Radial Basis Function (RBF) kernel. Afte¥r mapping of the test vectors, SVM
implements a decision functidix) to classify the future sample:

N
f(x) = sgn (Z yio. K(x, x;) + b>

solving a convex Quadratic Programming problem is usebtsin the coefficients.
4.2 Hidden Markov Models (HMM)

A Markov model is a finite state machine that eithaystin its current state or jump to a new
state at each time unit. A hidden Markov model presumesatidarkov model generates the

unique feature vectors that represents a single digit. ¢Je&ach move in time represent one part
of the observed feature vector for each digit image. Hight model A has a probability

P(0,QI2) of generating the digit observation vector, O, through statpience Q. This
probability is calculated by multiplying the probabilities tihensitions and the probabilities for
the outputs:

P(0,Q|A) = m; X b1(01) X @13 X by(02) X a3 X bz(03) -

where O = @ o, G, ..., IS @ sequence of digit observations; Q:=0g, &, ..., iS the state
sequencel = (A,B.n); m, initial state transition;;athe transition probability from state i to state j;
bi(oy), the output probability at state i given observation m. Bethd j are 1, 2, ..,T; where T is
the number of model states. The Baum-Welch algorithhmatés each model parameters in
training phase.

However, the state series is hidden (and hence the name HiddeovNléodels). Therefore, the
probability can be computed by summing all possible staguences. In practice, this step
consumes substantial time and space, and instead is replattegifollowing approximation:

max T ]
P(OID) = 0 o aq, ,q,bq,(00)
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Different model topologies can be used for classification #ed left-to-right (Bakis) HMM
topology — shown in Fig. 6 as a 6-state model — is thet smamon one for text recognition
research. The left-to-right topology can withstand positionaltiens for the Arabic digit image,
and hence can be invariance to image rotation and skew! kilddels allow for different number
of states for each digit model, however it is more commarsearch to use the same number of
states for all digits, as was done in [27,28]. Abou-Moastifal. empirical experiments showed
that having different number of states for each digésit necessarily increase the performance
of HMM-based classifier [29].

ol

ol1-o012 - observations of the HMM
s1-s4 - HMM states

Starting State @.86 Ending State
04

0‘_ 1 ”,' . \‘\ ”’, \\, -
i 025 01 % ;
| 025 oA i
E D D I] . i
02 03 06 o7 010 o1 012

Fig. 6. Bakis model HMM with six states for digité (4)

03

5 Experiments and Analysis

Large number of experiments are conducted to assess thenperéar of the HMM and SVM
classifiers. The original training set is divided into ipeledent sub-training and validation sets.
The verification setis used to optimize the HMM sizecoflebook and number of states. As for
the SVM optimal parameters, we use a 10% V-fold on theénaligraining data. These optimal
parameters for both the HMM and SVM are expected toltrés higher accuracy rate for the
testing set without falling into over-fitting the classétion models. The chosen optimal
parameters for HMM and SVM are then used in constructiaglassification models for further
classification and analysis. The recognition rates ofptlesented techniques are compared with
previously published recognition rates. The details of thegergnents and analysis are presented
next.

5.1 Hmm Classifier

The Hidden Markov Model Toolkit (HTK) [30] was used in the ekpentation of digit
recognition to assess the HMM classifier. Choosing the numbsetates and codebook size is
usually done by experimentation [31]. The training sampigen by CENPARMI are further
divided into independent sub-training and verification setshasvn in Table 1. The sub-training
set includes 70% of the available training data. W§e verification data in selecting the optimal
number of states and codebook size. The selected parametersed in the HMM model which
is trained using CENPARMI train data and tested using EARMI independent testing set. The
verification data is also used to choose the optimal nunflggicbdivisions for feature extraction.
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Table 1. Distribution of training, sub-training, validati on, and testing samples

Digit # of training # of sub-training # of validation # of testing
samples samples samples samples

+ (0) 3793 2655 1138 1574

' (D) 782 547 235 304

Y (2) 54E 381 164 22¢

¥ (3 362 253 109 144

£ (4) 307 214 93 132

e (5) 649 454 195 263

1(6) 279 195 84 111

v (7) 232 163 70 10¢

A (8) 246 172 74 98

4(9) 194 13t 59 74

Total 7390 5169 2221 3035

The sub-training and verification sets are also usetidose the optimal grid divisions for feature
extraction. All grid size parameter estimation experitmere conducted using a 200 codebook
size and different states ranging from 4to 8. Fig. 7 shbev®ptimal recognition rates on different
grid divisions. The figure shows that the best recognitiate is achieved with 3 by 3 grid
divisions at 97.39%.

97.60%
97.40% |
97.20% -

97.00% -
96.80% -
96.60% -
96.40% -
96.20% -
96.00% -
95.80% -

3by3 4by4 5by5 6by6 7by7 8 by 8

Recognition Rate

Grid Divisions

Fig. 7. Recognition rate at different divisions on vefication data

After selecting the optimal grid divisions, another seexberiments are conducted to select the
best codebook size. Bakis model topology is used which défegs flexibility in the modeling of
duration and is very popular in the field of handwritirezognition [29,32]. Experiments are
conducted using 3 by 3 grid divisions and a number of stateging from four to eight states,
different codebook sizes ranging from 100 to 1500 with sted9@fare used. Fig. 8 shows the
shows the recognition rates per codebook size with an optimal cudedime of 1100 and
recognition rate of 98.15%.
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X 98.50%

e

T 98.00%
-4
g 97.50% -

=

§97.00% .

§ 96.50% -
100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500

Codebook Size

Fig. 8. Recognition rate per codebook size

Using grid divisions of 3 by 3 and codebook size of 1100, a nunfbexperiments using four to
eight states are executed.

Fig. 8 shows the recognition rates per number of statght Btates are the maximum possible
number of states for the proposed architecture. It als@waath the best recognition rate of
98.15%.

98.50%
98.00%
X
8 97.50%
]
o
c
.g 97.00%
‘c
&
S 96.50%
o
96.00%
95.50%
4 5 6 7 8
Number of States

Fig. 8. Recognition rate per number of states.

An HMM with 8 states and a codebook size of 1100 are k&M is trained using CENPARMI
training dataset (7390 samples) and tested using the t¢8086 samples). The confusion matrix
for GSC features is shown in Table 2. The symbolréfresents the percentage of recognition
rate, and %e the percentage of incorrectly labeled digits.average recognition rate is 97.86%.
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Table 2. Confusion matrix using GSC features with HMM clasifier

‘0 @) Y@ TR (@ () 16 Y@ B (9 % Yoe
+(0) 1562 6 0 0 0 5 1 0 0 0 99.24% 0.76%
() 1 203 2 1 0 0 2 2 1 2 96.38% 3.62%
Y@ 1 0 216 5 1 2 0 0 0 0 96.00%  4.00%
Y3 o 1 5 135 1 1 0 0 1 0 93.75% 6.25%
t¢4) 0 0 3 2 127 1 0 0 0 0 95.49% 4.51%
°(6) 1 0 0 0 0 262 0 0 0 0 99.62% 0.38%
(@6 o 3 0 0 0 0 108 0 0 0 97.30% 2.70%
Y@ o 0 0 6 0 1 1 101 0 0 92.66% 7.34%
A@B) 0 0 0 0 0 2 0 0 9% 0 97.96% 2.04%
19 0 1 0 0 0 0 3 0 0 70 9459% 5.41%
97.86% 2.14%

5.2 Svm Classifier

SVM parameters are fine-tuned using a 10% V-fold fromottiginal training data to optimize its
performance and accuracy. The estimated parameters =are. 937005 an¢ = 0.046357. . The
chosen optimal parameters for SVM are then used in cotieube classification models for

further classification and analysis. Table 3 shows the recogmiies of digits ¢+’ (0) to ‘3’ (9)
using GSC features and SVM classifier. The recognition acguor all digits is 99.04%.

Table 3. Confusion matrix using GSC features with SVM lassifier

* (0) ‘(1) Y@ YE t@4) °(5) 16 VY@ A@B) (9 %c %e
“(0) 1571 3 0 0 0 0 0 0 0 0 99.81% 0.19%
V(1) 4 299 0 0 1 0 0 0 0 0 98.36% 1.64%
Y@ 2 0 222 0 0 1 0 0 0 0 98.67% 1.33%
Y3 1 0 2 141 0 0 0 0 0 0 97.92% 2.08%
£@) 1 0 5 0 127 0 0 0 0 0 95.49% 4.51%
°o(5) 2 0 0 0 0 260 O 1 0 0 98.86% 1.14%
) O 1 0 0 0 0 11 O 0 0 99.10% 0.90%
V(7)) 0 0 0 1 0 0 0 108 0 0 99.08%  0.92%
A@8) 1 0 0 0 0 0 0 0 97 0 98.98% 1.02%
19 1 1 0 0 0 0 1 0 0o 71 95.95%  4.05%
99.04% 0.96%

Fig. 9 shows the recognition rate per digit for the HdMMI SVM classifiers. SVM is superior to
HMM in all digits, except for digit¢’ (5). SVM dominance is most clear in digit " (7) whetes

difference of recognition rate is 6.42%.

5.3 Published Results

Sun et al. [17] achieved an optimal recognition rate of 95.9%%ombining Gabor and Legendre
features. However, it should be noted that insteadgsofg the proposed training and testing sets
by CENPARMI, they reported the use of the first 300 imaafesach class for training and the
remaining 300 for testing. Thus, their total amountrafning and testing samples are 3000.
However, there are many digit classes that don't haveoBG@ore samples for training or for
testing as shown before in Table 1. Hu et al. [18] rep@t®d.05% recognition rate. The numbers
of used samples for training and testing sets wereapatrted. Juan et al. [20,21] used the same
proposed training and testing distributions on their classifier [20], they achieved an average
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recognition rate of 97.66% for their best recognizer. The average was computed from 5C
the standard experimental proced In [21] they achieved an average recognition rate of 97.
for their best recognizer. Sadri et [23] reported a recognition rate of 94.14% using SV
compared with 91.25% obtained by MLP neural tork classifier using the same features
test set. Mahmoud and Abatib [19] reported recognition rates of 98.95%, 98.7!
98.62%,97.21% and 94.43% achieved with SVMNN, 3-NN, HMM, and NM classifiers
respectively. Gimenez et §R2] tested different parameters with a recognition rate of about
for their best configuration.

100.00%
99.00% - 1
98.00%
97.00%
96.00%
95.00% - OHMM
94.00% B SVM
93.00%
92.00% -

*(0) V(1) Y(2) V(3) £(4) °(5) N (6) V(7) A(8) 1(9)

Recognition Rate %

Arabic Digit

Fig. 9. Recognition rate per digit for SVM and HMM

Fig. 10 shows the recognition ratesr our HMM and SVM classifiers with GSC featul
compared to other published results and sorted in descending order. It is clear from the fi
SVM has higher recognition rates than any other clas:

100.00%
99.00%

98.00%

97.00% |

96.00% |

95.00%

94.00% -+ .

93.00%

92.00%

91.00% .
90.00%

This Paper, Mahmoud  Mahmoud ~ Mahmoud Gimenezet ThisPaper, Juanetal. Juanetal. Mahmoud Huetal [17]Sunetal. [15] Mahmoud Sadrietal. Sadrietal.
SWMwith  and Khatib  and Khatib  and Khatib  al.[22]  HMM with (19 (18] and Khatib and Khatib  [20]-SYM  [20] - MLP
GSC [19], VM [19], -NN [19], 3-NN GSC [19], HMM [19], NM
Classifier

Recognition %

Fig. 10. Recognitiorrate for HMM and SVM classifiers compared to other classifier

2531



British Journal of Mathematics & Computer Scien€&73, 2521-2535, 2014

5.4 Analysis of Misclassified Samples

Our system misclassified 65 images from a totaB@35 images for the HMM classifier and 29
images for the SVM classifier. For the HMM clagsififive of these are due to writers writing
digit ‘¥’ (3) in a different style (with two upward strokes) while the model was based on three

upward strokes™. Some of these errors are shown in Fig. 11, wbiteer errors contain bad data
or deformed digits strokes as shown in Fig. 12.

LA A NS

NS
S Y S
AEEA U E B

Fig. 12. Examples of misclassified digits due to badata or deformed digits strokes

6 Conclusion

In this work, we present two system for handwritfgabic digit recognition for multiple writers
using a real-life dataset of 3000 bank checks. $ygtems employ multi-scale features that
capture narrow, intermediate, and large-scale tgmliof the image. The gradient features
correspond to the narrow scale, the structuralufeatcorrespond to the intermediate scale, and
the concavity features correspond to the largeesddiese features are employed by two different
statistical classifiers, HMM and SVM. The used @iafse consists of 10,425 digits. The training
and testing data sets, as constructed by CENPARMIyused for the HMM and SVM classifiers.

The features in this work are multi-scale as thegtare the narrow, intermediate, and large-scale
qualities of the image. The gradient features detexlow-level gradient direction frequency and
correspond to the narrow scale. The structuralfeatcompute several geometric characteristics
such as the count of lines and corners at varianesttbns and correspond to the intermediate
scale. The concavity features correspond to thgelacale as they compute the count of large
vertical and horizontal strokes, presence of haasd, direction of bays. A 3 by 3 grid size is used
in extracting features.

Our recognition results are compared to other phbll work. The average accurate rates for all
digits and for the HMM and SVM classifiers are $#8 and 99.04%, respectively. It is shown
that 65 digits out of 3035 are misclassified (2.1466 the HMM classifier and 29 digits (0.96%)
for the SVM classifier. Some of these errors are guwriters writing digit ¥’ (3) in a different
style (with two upward stroke$”) while the model is based on three upward strokesThis can

be addressed by having two models for digit(3). Other errors may be attributed to bad data o
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deformed digits’ strokes. In general, the impleredrfeatures do not suffer from the well known
digits combination problem (vi2. (5) with + (0), Y (7) with A (8), % (9) with 1 (6), etc.).

The presented technique using robust features atidtbe HMM and SVM classifiers provides

state-of-the-art recognition results on the CENPARJdtabase, as they reported a significantly
higher recognition rates when compared to twelexipusly published systems, especially for the
SVM system. Future work for the researchers indueetending this work to complete bank-
check document processing and recognition.
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